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Supply Chain Management is a topic of
LQW U VW DQG LPSRUWDQF DPRQJ U V DUFK UV
DQG ORJLVWLFV PDQDJ UV VLQF LW LV FRQVLG U G
source of competitive advantages (Mangan,
Lalwani, Butcher, & Javadpour, 2012). SCM
WK RU WLFDOO IRFXV RQ WK PDQDJ P QW
across a network of organizations, of both
relationship and ows of materials and

resources with the purposes to create value,
enhance ef�ciency, and satisfy customers
(Coyle, Langley, Novack, & Gibson, 2013).
Mangan et al. (2012) also said that it is not
enough to improve ef�ciencies within an
organization, but the whole supply chain
has to perform effectively and ef�ciently.
Since SCM cut across several areas such as
logistics, operations management, marketing,
SXUFKDVLQJ DQG VWUDW JLF PDQDJ P QW WR
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'HWHUPLQLQJ VDPSOH VL H UHTXLUHPHQWV IRU VWUXFWXUDO HTXDWLRQ PRGHOLQJ 6(0 LV D

FKDOOHQJH RIWHQ IDFHG E LQYHVWLJDWRUV SHHU UHYLHZHUV DQG JUDQW ZULWHUV 2QH VWXG IRXQG

WKDW SHU FHQW RI WKH UHVHDUFK DUWLFOHV LQ D SDUWLFXODU VWUHDP RI 6(0 OLWHUDWXUH GUHZ

conclusions from insuf�cient samples. This paper aims to suggest substantive applications
RI WHFKQLTXHV YHULI LQJ DGHTXDWH VDPSOH VL H QHHGHG WR SURGXFH WUXVWZRUWK UHVXOW ZKHQ

UHVHDUFKHUV FRQGXFW VWUXFWXUDO HTXDWLRQ PRGHOLQJ WHFKQLTXH LQ VXSSO FKDLQ PDQDJHPHQW

6&0 GLVFLSOLQH 7KH SDSHU UHYLHZHG D VHW RI HPSLULFDO UHVHDUFK DUWLFOHV LQ VXSSO

FKDLQ PDQDJHPHQW UHVHDUFK ZLWK UHVSHFW WR WKH DSSOLFDWLRQ RI VWUXFWXUDO HTXDWLRQ PRGHOLQJ

FKRLFH RI LWV VDPSOH VL H FRQGXFWHG PRGHUQ WHFKQLTXHV DQG UHODWHG IDFWRUV DIIHFWLQJ WKH

GHFLVLRQ ,W LV FRQFOXGHG WKDW PRVW RI WKH VWXGLHV DFKLHYH ZLGHO DFFHSWHG UXOHV RI WKXPE

with suf�cient observations in sample size. However, there is no considerable attention
paid to important in uenced factors and very few studies take notice of modern sample
VL H HVWLPDWLRQ WHFKQLTXH VXFK DV VWDWLVWLFDO SRZHU DQDO VLV %DVHG RQ WKH FULWLFDO DQDO VLV

UHFRPPHQGDWLRQV DUH RIIHUHG

.H RUGV VDPSOH VL H VWUXFWXUDO HTXDWLRQ PRGHOLQJ VXSSO FKDLQ PDQDJHPHQW

DWH RI VXEPLVVLR UG HEUXDU DWH RI DSSUR DO WK -D XDU
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name few, SCM research shows a high degree
of multidisciplinary and a broad scope of
approaches incorporating of qualitative and
quantitative research methods (Marcus &
Jurgen, 2005).

Despite the fact that quantitative approach
GRPLQDW VU V DUFKLQORJLVWLFVDQGVXSSO FKDLQ
phenomena (Susan, Donna, & Teresa, 2005),
research still lack a focus on methodology
and theory development (Marcus & Jurgen,
2005). Research will undoubtedly advance
through rigorous empirical approaches within
theory construction. In the SCM discipline,
G VFULSWLY VWDWLVWLFV IRUP D PD RU SDUW LQ
empirical-quantitative research, while more
advanced techniques like Structural Equation
Modeling (SEM), Path Analysis, Multivariate
Analysis of Variance (MANOVA) and Cluster
QDO VLV DU QRW XV G Y U RIW Q O VV WKDQ

per cent in total (Gunjan & Rambabu, 2012).
Descriptive statistics are important but for
FRQVWUXFWLQJ D WK RU LQI U QWLDO VWDWLVWLFV LV
Y Q PRU VV QWLDO ,W LV WKXV LPS UDWLY IRU
SCM researchers to adopt higher forms of
techniques, along with descriptive statistics.
SEM is one of well-proven techniques in
�elds of economics andmanagement research,
as it allows for validity of the structures and
FRQVWUXFWV LQ SURSRV G WK RU WLFDO PRG OV WR
be tested (Marcus & Jurgen, 2005).

SEM is a collection of statistical techniques
that has been used to test and estimate
causal relations by providing a framework
IRU DQDO VLV WKDW LQFOXG V V Y UDO WUDGLWLRQDO
PXOWLYDULDW SURF GXU V IRU DPSO IDFWRU
DQDO VLV U JU VVLRQ DQDO VLV DQG GLVFULPLQDQW
analysis (Barbara & Linda, 2001). Structural
equation models are often visualized by a
JUDSKLFDO SDWK GLDJUDP DQG WK VWDWLVWLFDO
PRG O LV XVXDOO U SU V QW G LQ D V W RI PDWUL

equations. SEM is relevant to both theory
testing and theory development since it allows
both con�rmatory and exploratory modeling.
However, SEM is a largely con�rmatory,
rather than exploratory technique (Herbert,
Alexandre, Philip, & Gurvinder, 2014). That
is, researchers are more likely to use SEM to
determine whether a certain model is valid,
rather than using SEM to discover a suitable
PRG O

The fact that SEM can combines measurement
models - con�rmatory factor analysis and
VWUXFWXUDO PRG OV U JU VVLRQ DQDO VLV LQWR D
simultaneous statistical test, enabling complex
interrelated dependence relationships to be
assessed, makes it especially valuable to
researchers in SCM (Joseph, William, Barry,
& Rolph, 2010). Barbara and Linda (2001)
claimed that SEM is the analysis technique
that allows complete and simultaneous test
RI DOO WK U ODWLRQVKLSV WKDW DU FRPSO DQG
multidimensional. Although SEM is being
used in SCM quantitative research, SEM
approach was not used frequently (only 3.34
per cent) comparing with other data analysis
techniques (Gunjan & Rambabu, 2012).
Many researchers are reluctant from SEM
because of the fact that it requires large sample
VL % VLG V WK U LV QR FO DU JXLGDQF RQ
G W UPLQDWLRQ RI RSWLPDO VDPSO VL

The primary objectives of this paper are: 1)
to provide an overview of basic statistical
LVVX V U ODW G WR VDPSO VL G W UPLQDWLRQ
in SEM approach, 2) to discuss �ndings in
the literature relevant to in uenced factors
and methods, and 3) to discuss substantive
applications of techniques verifying adequate
sample sizes needed to obtain reliable outcome
in SCM research. The paper starts with
the review of sample size issues in general
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PSLULFDO U V DUFK 7K V FRQG V FWLRQ LV
G YRW G WR WK GLVFXVVLRQ RI WK DQDO VLV RI
sample size decision together with related
IDFWRUV DQG P WKRGV LQ U V DUFK VWXGL V LQ
SCM discipline. In section 3, guideline for
future research will be recommended. Finally,
WK SDS U LV FRQFOXG G LQ V FWLRQ

2. Sample size issues in Structural Equation
0RGHOL J

One of the most critiques that has been
raised against the use of SEM is sample size
determination (Lei & Wu, 2007). Sample
VL G W UPLQDWLRQ LV WK DFW RI FKRRVLQJ
adequate number of observations to include
LQ D VWDWLVWLFDO VDPSO 2Q VWXG IRXQG
that 80 per cent of the research articles in a
particular stream of SEM literature utilized
insuf�cient samples (Christopher, 2010).
SEM is considered a large-sample technique
DQG PRU V QVLWLY WR VDPSO VL WKDQ RWK U
multivariate approaches (Kline, 2005). Given
the fact that sample size provides a basis for
WK VWLPDWLRQ DQG W VWLQJ U VXOW WK LVVX RI
VDPSO VL LV D V ULRXV FRQF UQ

V LQ DQ VWDWLVWLFDOPRG OLQJ G W UPLQDWLRQRI
appropriate sample size is crucial to SEM. It is
widely recognized that small sample size could
cause a series of problems including, but not
OLPLW G WR IDLOXU RI VWLPDWLRQ FRQY UJ QF
lowered accuracy of parameter estimates,
small statistical power, and inappropriate
model �t statistics (Jichuan&Xiaoqian, 2012)
which might lead to misleading results and
improper solutions. In SCM discipline, SEM
is mainly based on covariances, which are less
stable when estimated from small samples
(Cristina, Rudolf, & Eva, 2005). Therefore,
suf�cient sample required for a particular
study should be determined to get an accurate

VQDSVKRW RI WK SK QRP QD DPLQ G

OWKRXJK G W UPLQDWLRQ RI DSSURSULDW VDPSO
size is a critical issue in SEMapplication, there
LV QR FRQV QVXV LQ WK OLW UDWXU U JDUGLQJ
what would be the appropriate sample size for
SEM.There are several studies seeking answer
to the question of how many observations
necessary to have a good SEM model. This
section will review the applied pattern in the
literature regarding what would be the proper
sample size for SEM. The rules of thumb for
sample size needed for SEM will be �rstly
reviewed, and then different approaches to
estimate an adequate sample size for a SEM
model will be discussed.

5XOHV RI WKXPE

Over the years, general rules of thumb for
determining sample size in SEM include
establishing a minimum, having a certain
number of observations per variables, having a
certain number of observations per parameters
estimated (Rachna & Susan, 2006)2006.

In the �rst two approaches, there is no
U FRPP QGDWLRQ IRU WK VDPSO VL WKDW
is broadly relevant in all contexts (Andrew
& Niels, 2005). Sample of 100 is usually
FRQVLG U G WK PLQLPXP VDPSO VL IRU
conducting SEM. Some researchers consider
an even larger sample size for SEM, for
example, 200 (Jichuan & Xiaoqian, 2012).
6DPSO VL LV DOVR FRQVLG U G LQ OLJKW RI WK
number of observed variables. For normally
distributeddata, a ratio of 5 cases per variable is
suf�cient when latent variables have multiple
indicators. However, a accepted rule of thumb,
in general, is 10 cases per indicator variable in
setting a lower bound of an adequate sample
size (Jichuan & Xiaoqian, 2012).

The ratio of observations to number of free
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estimated parameters has also been given
DWW QWLRQ WR G W UPLQ WK VDPSO VL
higher ratio is preferred. Jichuan and Xiaoqian
(2012) claimed that the minimum sample
size should be at least 10 times the number
of free parameters with strongly kurtotic data.
Kline (2010) gave relative guidelines based
RQ WK UDWLR RI FDV V WR VWLPDW G SDUDP W UV
and advised that a 20:1 cases to parameter
ratio could be regarded as desirable, 10:1 as
realistic, and 5:1 as doubtful.

One of the strengths of SEM is its exibility,
which permits examination of complex
DVVRFLDWLRQV XV RI YDULRXV W S V RI GDWD
DQG FRPSDULVRQV DFURVV DOW UQDWLY PRG OV
However, these features of SEM also make
it dif�cult to develop generalized guidelines
or rules of thumb regarding sample size
requirements (Erika, Kelly, Shaunna, & Mark,
2013). Such rules are problematic to a certain
degree since there are no rules of thumb
that apply to all situation in SEM and may
O DG WR RY U RU XQG U VWLPDW G VDPSO VL
requirements (Jichuan & Xiaoqian, 2012).

2.2. Set of in uenced factors

' W UPLQDWLRQ RI VDPSO VL Q G G IRU
SEM is complicated. There is no absolute
Determination of sample size needed for SEM
is complicated.There is noabsolute standard in
regard to an adequate sample size. In addition
to the number of free parameters need to be
estimated and the number of indicators per
latent variables, sample size needed for SEM is
DOVR G S QG QW RQ PDQ RWK U IDFWRUV WKDW DU
U ODW G WR GDWD FKDUDFW ULVWLFV DQG WK PRG O
being tested. Four considerations affecting
the required sample size for SEM include the
following: multivariate normality of the data
(Joseph et al., 2010; Tenko & Keith, 1995),

estimation technique (Cristina et al., 2005;
Joseph et al., 2010; Lei & Wu, 2007; Tenko
. LWK PRG O FRPSO LW &ULVWLQD W

al., 2005; Joseph et al., 2010; Lei &Wu, 2007;
Tenko & Keith, 1995), the amount of missing
data (Joseph et al., 2010).

0XOWLYDULDWH1RUPDOLW V GDWD GLY UJ V IURP
WK DVVXPSWLRQ RI WK PXOWLYDULDW QRUPDOLW
then the ratio of observations to parameters
Q GV WR LQFU DV J Q UDOO VXJJ VW G UDWLR
to minimize problems with divergence from
multivariate normality is 15 observations for
DFK IU SDUDP W UV VWLPDW G LQ WK PRG O
(Joseph et al., 2010).

(VWLPDWLRQ 7HFKQLTXH 7K PRVW SRSXODU
SEM estimation method is maximum
likelihood estimation (MLE). Studies suggest
WKDW XQG U LG DO FRQGLWLRQV PXOWL QRUPDO GDWD
from a large sample), MLE provides valid and
stable results with sample sizes as small as 50
(Tenko & Keith, 1995). Samples sizes should
increase as conditions are moved away from a
Y U VWURQJ P DVXU P QW DQG QR PLVVLQJ GDWD
WR VDPSOLQJ UURUV *LY Q O VV LG DO FRQGLWLRQV
Joseph et al. (2010) recommend a sample size
of 200 to provide a sound basis for estimation.

0RGHO FRPSOH LW ,Q D VLPSO V QV PRU
observed variables would require larger
samples. However, models can become
complex in other ways, which include
constructs requiring more parameters,
constructs having small number of measured
variables and research implementing multi-
JURXS DQDO VLV OO RI WKRV PRG O FRPSO LW
IDFWRUV O DG WR WK Q G IRU ODUJ U VDPSO V / L
&Wu, 2007).

0LVVLQJ GDWD 7KLV LVVX FRPSOLFDW V WK
use of SEM in general because in most
P WKRGV WR VROYLQJ PLVVLQJ GDWD WK VDPSO
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VL LV U GXF G WR VRP W QW IURP WK
original number of cases. Failure to account
for missing data when determining sample
size requirements may ultimately lead to
insuf�cient sample size. Hence in order to
compensate for any problems that missing
GDWD FDXV V WK U V DUFK U VKRXOG SODQ IRU DQ
increase in sample size (Joseph et al., 2010).

YHUDJH HUURU YDULDQFH RI LQGLFDWRU, which
LV DOVR U I UU G WR FRPPXQDOLW LV D PRU
relevantway to approach the sample size issue.
&RPPXQDOLWL V U SU V QW WK DY UDJ DPRXQW
of variation among the measured variables
explained by the measurement model. Studies
show that larger sample sizes are required as
communalities become smaller (Joseph et al.,
2010).

3R HU DO VLV

Adequacy of sample size has a signi�cant
impact on the model �t.Most of the evaluation
FULW ULD IRU DVV VVLQJ RY UDOO JRRGQ VV RI
�t of an SEM are based on the Chi-square
statistics. However, this test statistic has been
found to be extremely sensitive to sample size
(Thomas, 2001). For large samples it may be
very dif�cult to �nd a model that cannot be
rejected due to the direct in uence of sample
size, even if the model actually describes the
data very well. Conversely, with a very small
sample, the model will always be accepted,
even if it �ts rather badly (Hox & Bechger,
2007). Given the sensitivity of the chi-square
VWDWLVWLF IRU VDPSO VL U V DUFK UV KDY
SURSRV G D YDUL W RI DOW UQDWLY DSSURDFK V
One of the most popular modern technique to
estimate sample size for speci�c SEM models
are through conducting power analysis
(Jichuan & Xiaoqian, 2012).

Some model-based approaches have been

increasingly used to conduct power analysis
and estimate sample size for speci�c SEM
PRG OV ,Q WK V DSSURDFK V LWK U VWDWLVWLFDO
power is estimated given a sample size and
signi�cance level (e.g., 0.05) or sample
size needed to reach a certain power (e.g.,
0.80) is estimated (Lei & Wu, 2007). Power
analysis can either be done before (a priori
or prospective power analysis) or after (post
hoc or retrospective power analysis) data are
collected.Apriori power analysis is conducted
SULRU WR WK U V DUFK VWXG DQG LV W SLFDOO
used in estimating suf�cient sample sizes to
achieve adequate power.

Recently, sample size needs to be determined
preferably based on a priori power
FRQVLG UDWLRQ 7K U DU GLII U QW PRG UQ
approaches to power estimation in SEM such
as Satorra and Saris’s method , Monte Carlo
simulation, and the root mean square error of
approximation (RMSEA) method as well as
methods based on model �t indices including
MacCallum, Browne, and Sugawara’s method
and Kim’s method. However, an extended
discussion of each is beyond the scope of this
V FWLRQ

5HVHDUFK 0HWKRGRORJ

The comprehensive plan for the review of
structural equation modeling sample size
LQ VXSSO FKDLQ PDQDJ P QW GLVFLSOLQ LV
SU V QW G LQ WKU SDUWV DUWLFO V O FWLRQ
journal classi�cation, and analysis of articles.

The collected articles were taken from
four major management science publishers
QDP O 6FL QF 'LU FW 3UR4X VW (P UDOG
Online and EBSCOhost. These publications
were considered for article collection because
the majority of journals publishing SCM
research are in these publications. In each
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publication, exact terms such as “supply
chain”, “supply chain management”, or
“SCM”, and “structural equation modeling”
or “SEM” were searched in article keywords.
Through this process, more than 90 studies
were identi�ed for possible consideration.
However, after a full text review, only 42
research studies, published from 2003 to
2013, were found suitable for the purpose of
this study, as they were the only SCM-related
studies with SEM technique. Our collection
of studies included those using the full SEM
framework as well as those using special cases
of SEM, such as path analysis, con�rmatory
DQG SORUDWRU IDFWRU DQDO VLV

42 research studies belong to 15 different
journals which are classi�ed into two groups:
FFRXQWLQJ 2UJDQL DWLRQ DQG 6RFLHW

'HFLVLRQ 6XSSRUW 6 VWHP ,QIRUPDWLRQ DQG

0DQDJHPHQW DQG -RXUQDO RI 2SHUDWLRQ

0DQDJHPHQW *URXS ; -RXUQDO RI

3XUFKDVLQJ 6XSSO 0DQDJHPHQW

,QGXVWULDO 0DUNHWLQJ 0DQDJHPHQW

,QWHUQDWLRQDO -RXUQDO RI 2SHUDWLRQ

3URGXFWLRQ 0DQDJHPHQW ,QWHUQDWLRQDO

-RXUQDO RI 3URGXFWLRQ (FRQRPLFV 7KH

,QWHUQDWLRQDO -RXUQDO RI 0DQDJHPHQW

6FLHQFH %HQFKPDUNLQJ DQ ,QWHUQDWLRQDO

-RXUQDO ( SHUW 6 VWHP ZLWK SSOLFDWLRQ

,QWHUQDO %XVLQHVV 5HYLHZ ,QWHUQDWLRQDO

-RXUQDO RI 3K VLFDO 'LVWULEXWLRQ DQG

/RJLVWLFV 0DQDJHPHQW ,QWHUQDWLRQDO -RXUQDO

RI 3URGXFWLRQ 5HVHDUFK 7KH ,QWHUQDWLRQDO

-RXUQDO RI /RJLVWLFV 0DQDJHPHQW *URXS

% . The classi�cations of these journals are
based on the revised edition of ‘Excellence
LQ 5 V DUFK IRU XVWUDOLD (5 RXUQDO
and conference ranking list conforming
WR WK LQW UQDWLRQDO VWDQGDUGV FRQGXFW G
by Australian Research Council (ARC)

(UQBS, 2012). In the ERA ranking list, the
journals are ranked using four tiers of quality
ranking: A* (top 5%): “virtually all papers
they publish will be of a very high quality”;
A (next 15%): “the majority of papers in a
Tier A journal will be of very high quality”;
B (next 30%): “generally, in a Tier B journal,
one would expect only a few papers of very
high quality”; C (next 50%): “journals that
GR QRW P W WK FULW ULD RI KLJK U WL UV ,Q
this research, the A* and A ranked journals
will be put into group A. The B and C ranked
journals in ERAlist will be then classi�ed into
JURXS % RI WK U V DUFK 7K SULPDU DLP RI
this journal group classi�cation is to compare
DQG LG QWLI WK PRVW DGYDQF G VDPSO VL
estimation techniques, which have been used
in those articles published in leading journals.

The analysis of all the reviewed articles is
descriptive in nature. This research will be
QJDJ G LQ WU QG DQG SDWW UQ DQDO VLV VR DV
to develop better understanding of the use of
SEM sample size estimation methods in SCM
discipline. It also aims to suggest speci�c
avenues for improvement. The results will be
presented using tables.

&ULWLFDO D DO VLV RI FXUUH W SUDFWLFHV

The analysis of 42 articles which are
FDW JRUL G LQWR JURXSV DQG % DPLQ V
rules of thumbbasedon the ratio of observation
per indicator variable or free parameters in
the proposed SEM models. Power analysis
techniques and set of relevant in uenced
factors such as multivariate normality, SEM
estimation technique and missing data are also
DPLQ G
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The following table demonstrates the result
of the analysis of 42 SCM-related empirical
studies categorized in two journal group A
and B. Since there is a lack of consensus
RQ G W UPLQLQJ WK PLQLPXP VDPSO VL
and rules of thumb for conducting SEM,

sub-criteria are brought up. Apart from
rules of thumbs, other criteria including
FRQVLG UDWLRQ RI PXOWLYDULDW QRUPDOLW
SEM estimation technique, missing data and
the application of power analysis techniques
DU DOVR YDOXDW G

7DEOH 5HVXOW RI WKH D DO VLV RI HPSLULFDO VWXGLHV DSSO L J 6(0 L WKH GLVFLSOL H RI 6&0

&ULWHULD

1XPEHU
1 

5D NL J $ -RXU DOV 5D NL J % & -RXU DOV

3HUFH WDJH

1 

1XPEHU

1 

1XPEHU

1 

3HUFH WDJH

1 

Average sample size
Minimum Sample Size

100 observation 20
150 observation
200 observation

2EVHUYDWLR SHU L GLFDWRU YDULDEOH

Ratio 10:1 10
Ratio 5:1 (less than ratio 10:1)

$YHUDJH XPEHU RI SDUDPHWHUV

Average ratio of sample size to number
RI SDUDP W UV VWLPDW G
2EVHUYDWLR SHU IUHH SDUDPHWHU

Desirable ratio 20:1
Realistic ratio10:1 (less than ratio
20:1)
Doubtful ratio 5:1 (less than ratio
10:1)

0XOWLYDULDWH1RUPDOLW FR VLGHUDWLR 10%
(VWLPDWLR 7HFK LTXH

MLE
8VLQJ 3/6

0LVVL J GDWD

Missing data
Missing data with plan 10%

&RPPX DOLW 0 0%
3R HU $ DO VLV DSSOLFDWLR 0 0%

6RXUFH XWKRU V RZQ FRPSLODWLRQ
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There are no large differences between articles
LQ RXUQDO JURXS DQG % LQ W UPV RI VDPSO
VL DY UDJ PLQLPXP VDPSO VL DQG UDWLR
of observation per indicator variable. The
DY UDJ VDPSO VL RI RXUQDO DUWLFO V LQ JURXS
AandB are 214 and 248, which are considered
ODUJ QRXJK VLQF VRP DUWLFO V SOLFLWO
SU V QW WK LQW QWLRQ WR FROO FW GDWD DV PDQ
as possible (Gensheng & George, 2011; Keah,
Vijay, Chin-Chun, & Keong, 2010; Paul,
Oahn, & Kihyun, 2010; Peter, Kevin, Marcos,
& Marcelo, 2010; Prakash & Damien, 2009;
Shaohan, Minjoon, & Zhilin, 2010; Su &
Chyan, 2010; Zach, Nancy, & Robert, 2011).
Most of the studies in both group achieve the
lower bound of 100 observations in sample
size, with 95 per cent in group A and 86 per
cent in group B.A reasonable required sample
size, N = 150 (Kline, 2010), is attained by
around two thirds of reviewed articles in
JURXS S U F QW DQG LQ JURXS % S U
cent). It can also be easily seen from the table
2 that the ratio of observation per indicator
variable of 10:1 is attained by roughly half of
empirical works in both journal group A and
% S U F QW DQG S U F QW U VS FWLY O
These �gures indicate that, on average, SEM
VDPSO VL V FRQVLG U G LQ SU YLRXV VWXGL V
in SCM discipline are broadly satisfactory
for achieving widely accepted rules of thumb
with regard to minimum required sample size
and ratio of observation per indicator variable.

Table 2 shows that, overall, the average
numbers of parameters estimated in the papers
examined in two groups were about 9.7 and
9. The means sample size were 214 and 248
FRUU VSRQGLQJO U VXOWLQJ LQ DY UDJ V UDWLR
of sample size to number of free parameters
of about 22:1 for papers in group A and
27.6:1 in group B. More speci�cally, 52 per

cent of models in two groups of journals
acquire desirable ratio of observation per free
parameter (20:1). 33 per cent of research in
each group have realistic ratio of 10:1 while
the lower end of the ratio are signi�cant
small in both group. These �gures show that
sample size are often toward the upper end of
levels that are considered acceptable to obtain
trustworthy parameter estimates and valid test
of signi�cance.

However, it can be seen from Table 2 that
there is no considerable attention paid to other
associated factors when SEM sample size
is determined in SCM research discipline.
,W LV FO DU WKDW WK U DU ODUJ GLII U QF V
between studies in two groups. Studies with
high quality in group A which are published
LQ O DGLQJ RXUQDOV DPLQ G PRU FDU IXOO
by evaluating sample size requirement
with regard to in uenced factors including
PXOWLYDULDW QRUPDOLW FRPPXQDOLW PLVVLQJ
data and estimation technique.

While studies in journal group B take
DOPRVW QR QRWLF RI PXOWLYDULDW QRUPDOLW
DQG FRPPXQDOLW LJKW S U F QW RI
reviewed studies in group A discussed about
WK II FW RI WK V IDFWRUV RQ VDPSO VL
G FLVLRQ )RU DPSO LQ RUG U WR QVXU WK
PXOWLYDULDW QRUPDOLW DVVXPSWLRQ RI DOO WK
variables satis�ed, Michael and Nallan (2009)
conducted Kolmogorov-Smirnov test. Mardia
measure of multivariate kurtosis was also
taken into account in one ofA ranking journal
research (Ganesh & Sarv, 2008). Antony,
Augustine, and Injazz (2008) suggested that
before conducting SEM, sample scale need
to be evaluated for multivariate normality to
guarantee that data could be reliably tested.
,Q WK GLVFXVVLRQ RI FRPPXQDOLW IDFWRU WR
support necessary sample size in SEM, Peter
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et al. (2010) stated that communality of items
should be highly considered. It measures the
percentage of variance from one variable that
can be explained by all the remaining factors
together. The statistics look small but can be
signi�cant if the item is important to improve
the de�nition of the supply chain model.

OWKRXJKPRU WKDQ KDOI RI PSLULFDO U V DUFK
in ranked A journals refer to missing data
GXULQJ WK VDPSO FROO FWLRQ SURF VV RQO
10 per cent develops plan for an increase
LQ VDPSO VL LQFOXGLQJ WK G VLJQ RI
VXUY DV RI XV DQG WK PDLQW QDQF RI
respondents’ interest to offset any problems
with missing data (Mei &Qingyu, 2011; Paul,
Robert, Lawson, & Kenneth, 2006). Among
WK SDS UV VWXGL V LQ JURXS % WK LVVX RI
missing data was addressed in three (14 per
F QW SDS UV RQO RQ RI WK P W QG WR D SODQ
WR XVWLI DSSURSULDW U P G 7K V U VXOWV
suggest that SCM researchers often neglect to
inform readers how missing data are handled
in SEM analysis.

One of the factors make SEMmodel complex,
which requires larger sample size is multi-
JURXS DQDO VLV U V DUFK DPLQLQJ VXSSO
chain relationship between buyer and supplier
conducted by Gilbert, Judith, and Daniel
(2010) in A ranking journals utilizes multi-
group approach. In this empirical work, it is
clearly de�ned that since constructs, number
RI LW PVRI FRQVWUXFW DU WK VDP LQ DFK JURXS
DQG WK VDPSO VL V F G WK U FRPP QG G
minimum, the analysis using SEM will yield
DFFXUDW U VXOWV

Maximum Likelihood Estimation (MLE)
LV WK GRPLQDQW DSSURDFK IRU VWLPDWLQJ
SEM (Kline, 2005). 20 studies (48 per cent)
in the review did not report the estimation

P WKRG XV G PRQJ WK PRG OV WKDW
U SRUW G WK VWLPDWLRQ P WKRG PRVW RI WK
DQDO V G DFDG PLF DUWLFO V S U F QW XV
covariance-based SEM approach including
the MLE estimation techniques. MLE
requires a relatively larger sample size and
XQG U O VV LG DO FRQGLWLRQ LW LV U FRPP QG G
to have at least 200 observations. It can be
seen from the Table 2 that 52 and 57 per cent
RI VWXGL V LQ JURXS DQG % FRUU VSRQGLQJO
ful�ll the requirement of 200 cases. However
as the sample sizes are large, the MLE method
becomes more sensitive and almost any
difference is detected, making goodness-of-�t
measures suggest poor �t (Keah et al., 2010;
Paul et al., 2010; Prakash & Damien, 2009;
Shaohan et al., 2010; Suhong, Subba, Ragu-
Nathan, & Bhanu, 2005).

Unlike covariance-based SEM, Partial
Least Squares (PLS) is a components-based
approach to structural modeling and has lower
sample size requirement. It can be seen that
studies in higher-ranking journals with small
sample size took advantage of PLS. Dutch,
Lorraine, Robert, and William (2012) and
Daniel, Richard, and Gernot (2012) in their
research said PLS is best suited for their
U ODWLY O FRPSO PRG O WK VDPSO VL
and sample distribution. Dutch et al. (2012)
also proclaimed the �t between their goal to
develop a new theoretical model based on
hypotheses and the use of PLS in their SCM
U V DUFK

Statistical power is critical to SEM analysis
because it has the ability to detect and reject
a poor model. However, statistical power is
very sensitive with sample size, especially
with very large samples, even trivial levels of
model mis�t can lead to statistical rejection of
a model. Therefore, sample size needs to be
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determined preferably based on a priori power
consideration. Few studies in the review
mentioned power. There are four studies (19
per cent) in group A mentioned power and
only one estimated power explicitly, while
QRQ RI WK DUWLFO V LQ RXUQDO JURXS % DSSOL G
statistical power analysis. For example,
Canan, Carol, and Robert (2007) addressed
the concern about the small sample size
by ensuring statistical power satis�ed with
the signi�cance level 0.05 and sample size
reaching a power of 0.80.

*XLGHOL HV IRU IXWXUH UHVHDUFK

Determination of required sample size for
SEM in multi-disciplinary �eld such as SCM
is complicated. There is no speci�c standard
with regard to an adequate sample size and
no rule of thumb that applies to all situations
in SEM (Jichuan & Xiaoqian, 2012). Based
on the above critical analysis of sample
size decision in reviewed SCM studies, the
following suggestions, which are adapted from
U F QW VWXGL V U FRPP QGDWLRQV DU RII U G

Firstly, in order to calculate the required
PLQLPXP VDPSO VL LW LV U FRPP QG G WKDW
researchers will initially conduct SEM priori
power analysis before choosing to analyze
their data with SEM (Erika et al., 2013; Guy,
Vincenzo, & Peter, 2010; Jeffrey & Gregory,
2007; Jichuan & Xiaoqian, 2012; Rachna &
Susan, 2006). This power analysis approach
has been studied extensively recently.All these
studies suggested that when contemplating
VDPSO VL LQY VWLJDWRUV SULRULWL DFKL YLQJ
adequate statistical power to observe true
relationships in the data. Some model-based
DSSURDFK V VXFK DV 6DWRUUD DQG 6DULV V
method andMonte Carlo simulation, aswell as
methods based on model �t indices including

MacCallum, Browne, and Sugawara’s method
and Kim’s, have been increasingly used to
conduct power analysis and estimate sample
size for speci�c SEM models. They can
provide statistical power estimates, as well as
SU FLVLRQ LQIRUPDWLRQ IRU DOO IU SDUDP W UV
LQYROY G LQ D PRG O JLY Q D VDPSO VL

6 FRQGO XWLOL LQJ 3/6 DSSURDFK LQVW DG
of covariance-based SEM approaches was
suggested by Carl and Jürgen (2005) as a
basis for theory development within Logistics
and SCM research. PLS is a very useful and
powerful approach to data analysis especially
when the study focuses on exploration rather
than con�rmation. In addition, PLS has no
prerequisites regarding the data distribution
and only requires small sample sizes. Sample
size should, however, at least exceed ten times
the larger value of the block with the largest
number of the dependent latent variable
(Natasha & Shenyang, 2011).

7KLUGO WK U DU PDQ IDFWRUV WKDW Q G WR
be considered such as model complexity,
multivariate normality, communality and SEM
estimation techniques, which make rules of
thumb more speci�c. For situations in which
large samples of subjects are impractical, less
than 100 subjects, researchers should use an
analysis method other than SEM. For models
requiring multiple-group analysis (Natasha &
Shenyang, 2011) or containing less than �ve
constructs, each with more than three items
and with high communalities, the minimum
samplesizeshouldbemore than100.Minimum
sample size of 300, lastly, is required for
models with seven or more constructs, each
with more than three observed variables and
with low communities (Joseph et al., 2010). In
addition to the number of constructs, observed
variables, and item communalities, sample
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size for SEM should also increase in the
situationwhen data diverges frommultivariate
normality, or whenMLE estimation technique
is used, or sample missing exceeds 10 per cent
(Joseph et al., 2010).

&R FOXVLR

Nearly two decades ago, Tenko and Keith
(1995) asserted that there was a lack
of generally sound rules of thumb for
determination of sample size for SEM. Given
WK GLVFXVV G LPSRUWDQW IDFWRUV DQG VWLPDWLRQ
techniques that in uence decision concerning
VDPSO VL LQ U F QW VWXGL V YLG QF LVWV
that popular approaches have been obtained.
Those approaches include establishing

a minimum, having a certain number of
observations per parameters estimated, and
through conducting power analysis. However
determination of required sample size is still
a complicated issue. Dif�culties arise in SEM
practice especially in multi-disciplinary �eld
such as SCM that when researchers attempt to
determine whether the sample is large enough
to yield trustworthy results, yet not so large
as to statistically reject reasonable models.
Taking into account the consideration that
VDPSO VL G FLVLRQ LV RQ RI WK PRVW FULWLFDO
obstacles to the application of SEM in SCM
U V DUFK LW LV FUXFLDO WR KDY IXUWK U VWXGL V
on this issue to provide better guidance on
G W UPLQDWLRQ RI RSWLPDO VDPSO VL q

5HIHUH FHV

Adegoke, O., & Andrew, K. 2012. Linking sourcing and collaborative strategies to
�nancial performance: The role of operational innovation. -RXUQDO RI 3XUFKDVLQJ 6XSSO

0DQDJHPHQW

Andrew, J. T., & Niels, G. W. 2005. Structural Equation Modeling: Strengths, Limitations,
and Misconceptions. QQXDO 5HYLHZ RI &OLQLFDO 3V FKRORJ

Antony, P., Augustine, A. L., & Injazz, J. C. 2008. Inter-organizational communication as
a relational competency: Antecedents and performance outcomes in collaborative buyer–
VXSSOL U U ODWLRQVKLSV -RXUQDO RI 2SHUDWLRQV 0DQDJHPHQW

Barbara, G. T., & Linda, S. F. 2001. 8VLQJ PXOWLYDULDWH VWDWLVWLFV WK G %RVWRQ
Canan, K., Carol, P., & Robert, D. K. 2007. Linking forward and reverse supply chain
investments: The role of business uncertainty. -RXUQDO RI 2SHUDWLRQV 0DQDJHPHQW

1160.
Chinho, L.,Wing, S. C., Christian, N. M., Chu-Hua, K., Pei, P.Y., & 2005. 2005.A structural
equation model of supply chain quality management and organizational performance.
,QWHUQDWLRQDO MRXUQDO RI SURGXFWLRQ HFRQRPLFV

Christopher, W. J. 2010. Lower bounds on sample size in structural equation modeling.
(OHFWURQLF &RPPHUFH 5HVHDUFK DQG SSOLFDWLRQV

Clifford, D., Theodore, P. S., & Terry, E. 2010. Performance implications of transformational
supply chain leadership and followership. ,1WHUQDWLRQDO -RXUQDO RI 3K VLFDO 'LVWULEXWLRQ

/RJLVWLFV 0DQDJHPHQW, 40(10): 763-791.
Coyle, J., Langley, C., Novack, R., & Gibson, B. 2013. 6XSSO &KDLQ 0DQDJHPHQW WK G
7KRPVRQ / DUQLQJ

10. Cristina, G., Rudolf, L., & Eva, V. 2005. SCM Research Methodologies: Employing



5 6 5 21 2120 1 17 5 7 21

( 7(51 / ( 2120 5( (1R

Structural Equation Modeling, 5HVHDUFK 0HWKRGRORJLHV LQ 6XSSO FKDLQ PDQDJHPHQW

Germany: Physica-Verlag Heidelberg
Daniel, R., Richard, P., & Gernot, K. 2012. Customer-facing supply chain practices—
The impact of demand and distribution management on supply chain success. -RXUQDO RI
2SHUDWLRQV 0DQDJHPHQW, 30: 269-281.
Dutch, F., Lorraine, S. L., Robert, A. L., & William, J. K. 2012. Effect of internal cost
management, informationsystems integration, and absorptivecapacityon inter-organizational
FRVW PDQDJ P QW LQ VXSSO FKDLQV FFRXQWLQJ 2UJDQL DWLRQV DQG 6RFLHU

Erika, J. W., Kelly, M. H., Shaunna, L. C., & Mark, W. M. 2013. Sample Size Requirements
for Structural Equation Models: An Evaluation of Power, Bias, and Solution Propriety.
(GXFDWLRQDO DQG 3V FKRORJLFDO 0HDVXUHPHQW

Felix, T. S. C., & Alain, Y.-L. C. 2013. Determinants of mobile supply chain management
system diffusion: a structural equation analysis of manufacturing �rms. ,1WHU DWLR DO

-RXUQDO RI 3URGXFWLRQ 5HVHDUFK

Ganesh, V., & Sarv, D. 2008. The role of quality in e-procurement performance:An empirical
DQDO VLV -RXUQDO RI 2SHUDWLRQV 0DQDJHPHQW, 26: 407-425.
Gensheng, L., & George, D. D. 2011. Linking supply chain management with mass
customization capability. ,QWHUQDWLRQDO -RXUQDO RI 3K VLFDO 'LVWULEXWLRQ /RJLVWLFV

0DQDJHPHQW

Gilbert, N. N., Judith, M.W., & Daniel, F. L. 2010. Examining supply chain relationships: Do
buyer and supplier perspectives on collaborative relationships differ? -RXUQDO RI 2SHUDWLRQV
0DQDJHPHQW, 28: 101-114.
Gunjan, S., & Rambabu, K. 2012. A critical review of empirical research methodology in
VXSSO FKDLQ PDQDJ P QW -RXUQDO RI 0DQXIDFWXULQJ 7HFKQRORJ 0DQDJHPHQW

Guy, A., Vincenzo, E. V., & Peter, O. C. 2010. Structural Equation Modeling in Tourism
Demand Forecasting: A Critical ReviewJournal of Travel and Tourism Research, Spring/.

20. Herbert,W.M.,Alexandre, J.S.M., Philip,D.P.,&Gurvinder,K. 2014.ExploratoryStructural
Equation Modeling: An Integration of the Best Features of Exploratory and Con�rmatory
)DFWRU QDO VLV QQXDO 5HYLHZ RI &OLQLFDO 3V FKRORJ , 10(85): 110.
Hojung, S. a., David, A. C., & Darryl, D. W. 2000. Supply management orientation and
supplierrbuyer performance. -RXUQDO RI 2SHUDWLRQV 0DQDJHPHQW

Hox, J. J., & Bechger, T. M. 2007. An introduction to structural equation modeling. DPLO

FLH FH 5H LH

Injazz, J. C.,Antony, P., &Augustine,A. L. 2004. Strategic purchasing, supply management,
and �rm performance. -RXUQDO RI 2SHUDWLRQV 0DQDJHPHQW, 22: 505-523.
Jeffrey, C. M., & Gregory, L. S. 2007. Using Structural Equation Modeling With Forensic
6DPSO V &ULPLQDO -XVWLFH DQG %HKDYLRU 34: 1560 - 1587.
Jichuan, W., & Xiaoqian, W. 2012. Sample size for structural equation modeling, WUXFWXUDO

(TXDWLRQ 0RGHOLQJ SSOLFDWLRQV 8VLQJ 0SOXV -RKQ:LO 6RQV /WG
John, F. K., Glenn, R. J., Haozhe, C., & Scott, N. 2011. Technology emergence between
PDQGDW DQG DFF SWDQF DQ SORUDWRU DPLQDWLRQ RI 5),' ,QWHUQDWLRQDO -RXUQDO RI

3K VLFDO 'LVWULEXWLRQ /RJLVWLFV 0DQDJHPHQW



5 6 5 21 2120 1 17 5 7 21

( 7(51 / ( 2120 5( ( 1R

Jonathan, W. K., Michael, A. M., & Ali, K. 2001. A structural equation model assessment of
ORJLVWLFV VWUDW J 7KH ,QWHUQDWLRQDO -RXUQDO RI /RJLVWLFV 0DQDJHPHQW, 22(3): 284-305.
Joseph, F. H. J., William, C. B., Barry, J. B., & Rolph, E.A. 2010.0XOWLYDULDWH 'DWD QDO VLV

WK G 8SS U 6DGGO 5LY U
Keah, C. T., Vijay, R. K., Chin-Chun, H., & Keong, L. 2010. Supply chain information
and relational alignments: mediators of EDI on �rm performance. ,1WHUQDWLRQDO -RXUQDO RI
3K VLFDO 'LVWULEXWLRQ /RJLVWLFV 0DQDJHPHQW, 40(5): 377-394.

30. Kenneth, W. G. J., Dwayne, W., & Anthony, I. 2008. The impact of logistics performance
RQ RUJDQL DWLRQDO S UIRUPDQF LQ D VXSSO FKDLQ FRQW W 6XSSO &KDLQ 0DQDJHPHQW Q

,QWHUQDWLRQDO -RXUQDO

Kenneth,W.G. J., Dwayne,W.,&Anthony, I. 2012.Aligningmarketing strategies throughout
WK VXSSO FKDLQ WR QKDQF S UIRUPDQF ,QGXVWULDO 0DUNHWLQJ 0DQDJHPHQW, 41: 1008 -
1018.
Kline, R. B. 2005. 3ULQFLSOHV DQG SUDFWLFH RI VWUXFWXUDO HTXDWLRQ PRGHOLQJ (2nd ed.). New
York: Guilford Press.
Kline, R. B. 2010.0HWKRGRORJ LQ WKH 6RFLDO 6FLHQFHV 3ULQFLSOHV DQG 3UDFWLFH RI 6WUXFWXUDO

(TXDWLRQ 0RGHOLQJ UG G *XLOIRUG 3U VV
Lei, P.W., &Wu, Q. 2007. Introduction to Structural EquationModeling: Issues and Practical
&RQVLG UDWLRQV (GXFDWLRQDO 0HDVXUHPHQW ,VVXHV DQG 3UDFWLFH

Mangan, J., Lalwani, C., Butcher, T., & Javadpour, R. 2012. *OREDO /RJLVWLFV DQG 6XSSO

&KDLQ 0DQDJHPHQW QG G :LO
Marcus, W., & Jurgen, W. 2005. Structural Equation Modeling as a Basis for Theory
Development within Logistics and Supply Chain Management Research, 5HVHDUFK

0HWKRGRORJLHV LQ 6XSSO FKDLQ PDQDJHPHQW. Germany: Physica-Verlag Heidelberg
Mei, C., & Qingyu, Z. 2011. Supply chain collaboration: Impact on collaborative advantage
and �rm performance. -RXUQDO RI 2SHUDWLRQV 0DQDJHPHQW, 29: 163-180.
Michael, J. B., & Nallan, C. S. 2009. The organizational antecedents of a �rm’s supply chain
agility for risk mitigation and response. -RXUQDO RI 2SHUDWLRQV 0DQDJHPHQW, 27: 119-140.
Michael, T. 2004. Transportation Effectiveness and Manufacturing Firm Performance. 7KH
,QWHUQDWLRQDO -RXUQDO RI /RJLVWLFV 0DQDJHPHQW

40. Ming-Chih, T., Wen, L., & Hsin-Chieh, W. 2010. Determinants of RFID adoption intention:
Evidence from Taiwanese retail chains. ,QIRUPDWLRQ 0DQDJHPHQW

Murugesan, P., Ponnusamy, M., & Ganesan, L. 2012. A combined application of structural
equation modeling (SEM) and analytic hierarchy process (AHP) in supplier selection.
%HQFKPDUNLQJ Q ,QWHUQDWLRQDO -RXUQDO 19(1): 70-92.
Nada, R. S. 2008. Pattern of information technology use: The impact on buyer–suppler
FRRUGLQDWLRQ DQG S UIRUPDQF -RXUQDO RI 2SHUDWLRQV 0DQDJHPHQW

Nakano, M. 2008. Collaborative forecasting and planning in supply chains The impact on
S UIRUPDQF LQ -DSDQ V PDQXIDFWXU UV ,1WHUQDWLRQDO -RXUQDO RI 3K VLFDO 'LVWULEXWLRQ

/RJLVWLFV 0DQDJHPHQW, 39(2): 84-105.
Natasha, K. B., & Shenyang, G. 2011. 6WUXFWXUDO (TXDWLRQ 0RGHOLQJ 2 IRUG 6FKRODUVKLS
2QOLQ
Patricia, M. S., Soumen, G., & Nagesh, M. 2006. The antecedents of supply chain agility of



5 6 5 21 2120 1 17 5 7 21

( 7(51 / ( 2120 5( (1R

a �rm: Scale development and model testing. -RXUQDO RI 2SHUDWLRQV 0DQDJHPHQW, 24: 170-

Paul, D. C., Robert, B. H., Lawson, B.,&Kenneth, J. P. 2006. Creating supply chain relational
FDSLWDO 7K LPSDFW RI IRUPDO DQG LQIRUPDO VRFLDOL DWLRQ SURF VV V -RXUQDO RI 2SHUDWLRQV

0DQDJHPHQW

Paul, H., Oahn, T., & Kihyun, P. 2010. Electronic commerce applications for supply chain
integration and competitive capabilities. %HQFKPDUNLQJ Q ,QWHUQDWLRQDO -RXUQDO,
539-560.
Peter, T., Kevin, M., Marcos, P. V. d. O., & Marcelo, B. L. 2010. The impact of business
DQDO WLFV RQ VXSSO FKDLQ S UIRUPDQF HFLVLR XSSRUW VWHPV

Prakash, J. S., & Damien, P. 2009. The nature and effectiveness of collaboration between
�rms, their customers and suppliers: a supply chain perspective. 6XSSO &KDLQ 0DQDJHPHQW

Q ,QWHUQDWLRQDO -RXUQDO, 14(3): 189-200.
50. Rachna, S., & Susan, M. G. 2006. Use of structural equation modeling in operations

management research: Looking back and forward. -RXUQDO RI 2SHUDWLRQV 0DQDJHPHQW

Sang, M. L., DonHee, L., & Schniederjans, M. J. 2011. Supply chain innovation and
RUJDQL DWLRQDO S UIRUPDQF LQ WK K DOWKFDU LQGXVWU ,QWHUQDWLRQDO -RXUQDO RI 2SHUDWLRQV

3URGXFWLRQ 0DQDJHPHQW

Sezhiyan, D. M., & Nambirajan, T. 2010. An empirical investigation on relationships
between critical supply chain management activities and supplier selection on the business
performance using Structural Equation Model. -RXUQDO RI ,QWHUQDWLRQDO %XVLQHVV DQG

(FRQRPLFV, 10(1).
Shaohan, C., Minjoon, J., & Zhilin, Y. 2010. Implementing supply chain information
LQW JUDWLRQ LQ &KLQD 7K URO RI LQVWLWXWLRQDO IRUF V DQG WUXVW -RXUQDO RI 2SHUDWLRQV

0DQDJHPHQW

Shawnee, K. V., Jayanth, J., Cornelia, D., & Roger, C. 2003. The effects of an integrative
supply chain strategy on customer service and �nancial performance: an analysis of direct
Y UVXV LQGLU FW U ODWLRQVKLSV -RXUQDO RI 2SHUDWLRQV 0DQDJHPHQW

Sonia, K., Ned, K., Ronaldo, P., & Jacques, V. 2012. The impact of individualism on buyer–
supplier relationship norms, trust and market performance: An analysis of data from Brazil
DQG WK 8 6 ,QWHUQDWLRQDO %XVLQHVV 5HYLHZ

Su, Y.-f., & Chyan, Y. 2010. A structural equation model for analyzing the impact of ERP on
SCM. ( SHUW 6 VWHPV ZLWK SSOLFDWLRQV

Su�an, Q., Monideepa, T., & Ragu-Nathan. 2012. Examining alignment between supplier
PDQDJ P QW SUDFWLF V DQG LQIRUPDWLRQ V VW PV VWUDW J %HQFKPDUNLQJ Q ,QWHUQDWLRQDO

-RXUQDO, 19(4): 604-617.
Suhong, L. S., Bhanu, R.-N., Ragu-Nathan, & Subba, R. 2006. The impact of supply chain
PDQDJ P QW SUDFWLF V RQ FRPS WLWLY DGYDQWDJ DQG RUJDQL DWLRQDO S UIRUPDQF 7KH

,QWHUQDWLRQDO -RXUQDO RI 0DQDJHPHQW 6FLHQFH, 34: 107 - 124.
Suhong, L. S., Subba, R., Ragu-Nathan, T. S., & Bhanu, R.-N. 2005. Development and
YDOLGDWLRQ RI D P DVXU P QW LQVWUXP QW IRU VWXG LQJ VXSSO FKDLQ PDQDJ P QW SUDFWLF V
-RXUQDO RI 2SHUDWLRQV 0DQDJHPHQW



5 6 5 21 2120 1 17 5 7 21

( 7(51 / ( 2120 5( ( 1R

60. Susan, L. G., Donna, F. D., & Teresa, M. M. 2005. A Balanced Approach to Research
in Supply Chain Management, 5HVHDUFK 0HWKRGRORJLHV LQ 6XSSO FKDLQ PDQDJHPHQW

Germany: Physica-Verlag Heidelberg
Tenko, R., & Keith, F. W. 1995. Issues in applied structural equation modeling research.
0XOWLGLVFLSOLQDU -RXUQDO

Thomas, F. G. 2001. Structural EquationModeling for Travel Behavior Reseaerch University
RI &DOLIRUQLD ,UYLQ ,QVWLWX RI 7UDQVSRUWDWLRQ 6WXGL V
UQBS. 2012. UQ Business School Adjusted ERA Ranking List. University of Queensland:
8QLY UVLW RI 4X QVODQG
Wing, S. C., Christian, N. M., Chu-Hua, K., Min, H. L., Chinho, L., & Hojung, T. 2008.
Supply chain management in the US and Taiwan: An empirical study. 7KH ,QWHUQDWLRQDO

-RXUQDO RI 0DQDJHPHQW 6FLHQFH

Wong, T. C., Kris, M.Y. L., Hon, K.Y., &Ngan, S. C. 2011.Analyzing supply chain operation
models with the PC-algorithm and the neural network.( SHUW 6 VWHPV ZLWK SSOLFDWLRQV

Zach, G. Z., Nancy, W. N., & Robert, F. L. 2011. Capabilities that enhance outcomes of an
episodic supply chain collaboration. -RXUQDO RI 2SHUDWLRQV 0DQDJHPHQW, 29: 591-603.

$SSH GL $ /LVW RI D DO VHG HPSLULFDO VWXGLHV L MRXU DO JURXS$

$UWLFOH &RGH $UWLFOH

D (Dutch et al., 2012)

1b (Peter et al., 2010)
F (Ming-Chih, Wen, & Hsin-Chieh, 2010)
G (Zach et al., 2011)

(Paul et al., 2006)
I (Daniel et al., 2012)
J (Suhong et al., 2005)
K (Gilbert et al., 2010)
L (Shaohan et al., 2010)

(Antony et al., 2008)
1k (Canan et al., 2007)
O (Nada, 2008)
P (Injazz, Antony, &Augustine, 2004)
R (Mei & Qingyu, 2011)



5 6 5 21 2120 1 17 5 7 21

( 7(51 / ( 2120 5( (1R

$UWLFOH &RGH $UWLFOH

S (Hojung, David, & Darryl, 2000)
1q (Patricia, Soumen, & Nagesh, 2006)
U (Shawnee, Jayanth, Cornelia, & Roger, 2003)
V (Michael & Nallan, 2009)
W (Ganesh & Sarv, 2008)
X (Kenneth, Dwayne, &Anthony, 2008)
Y (Prakash & Damien, 2009)

$SSH GL % /LVW RI D DO VHG HPSLULFDO VWXGLHV L MRXU DO JURXS %

UWLFO &RG UWLFO

D (Adegoke &Andrew, 2012)

2b (Kenneth, Dwayne, & Anthony, 2012)

F (Sang, DonHee, & Schniederjans, 2011)

G (Chinho et al., 2005)

(Wing et al., 2008)

I (Suhong, Bhanu, Ragu-Nathan, & Subba, 2006)

D (Murugesan, Ponnusamy, & Ganesan, 2012)

3b (Paul et al., 2010)

F (Su�an, Monideepa, & Ragu-Nathan, 2012)

(Su & Chyan, 2010)cord></Cite></EndNote>

I (Wong, Kris, Hon, & Ngan, 2011)

K (Sonia, Ned, Ronaldo, & Jacques, 2012)

L (Nakano, 2008)

(Gensheng & George, 2011)

3k (Clifford, Theodore, & Terry, 2010)

O (Keah et al., 2010)

P (John, Glenn, Haozhe, & Scott, 2011)

Q (Felix &Alain, 2013)>

S (Sezhiyan & Nambirajan, 2010)

3q (Jonathan, Michael, &Ali, 2001)

U (Michael, 2004)


